Dictionary Data

A. Identifying Lexical Problems in Translation:

The dictionary is the basic building block of the translation system; it impacts both Res and Tran. When you see diffs in a translation, start looking for the cause of the diff at the dictionary level; more can go wrong at that level.

1. Inaccuracies can occur at the source level which impact the source parse.

a. Validity of entry: Is the entry a permissible entry, i.e. it does not cause Res problems. For example, since dictionary matching logic is based on the longest match, an invalid noun entry like ‘system monitor’ keeps the system from making a valid verb match on ‘monitor’ in the sentence ‘The system monitors the execution of all data transfers’.

If the noun entry ‘system monitor’ is more than the sum of its 

parts, i.e. more than the word ‘system’ + the word ‘monitor’, a 

semtab rule should be written to handle its usage; it should not be

a dictionary entry. Be wary of noun entries which contain a 

verbal element, i.e. access file, generator control, defeated team, 

etc.

Also, use common sense in the choice of entry. Certain noun phrases containing a verbal element will never cause Res problems, e.g. ‘frying pan’; put these in the dictionary. If a noun phrase containing a verbal element will only cause Res problems under certain infrequent conditions, e.g. ‘drinking water’, put the term in the dictionary until such time as it creates Res problems. The basic rationale for a noun phrase entry is that the noun phrase means more than the sum of its parts, more than Noun1 + Noun2. Another reason for entering a noun phrase is that the phrase is frequently used and will save dictionary lookup time.

This is primarily an English Source problem.

b. Comprehensiveness of coverage: Is the entry complete, i.e. does it cover all its parts of speech. This is particularly necessary in English source – if a word (e.g. walk) is only in the dictionary as a noun, you can’t expect Res to somehow conjure up a verb for the sentence ‘How many miles did you walk?’

The problem in German is a bit different. Because of the

capitalization of nouns, there is little noun/verb ambiguity. 

There is some noun/adjective ambiguity because some adjectives

(HalfNouns and Berliner-type) are capitalized adjectives but this

is not a major problem. However, adjective/adverb ambiguity 

can be a problem in German. Uncompounded German 

descriptive adjectives normally are also adverbs and should be

entered as such, i.e. entered as both adjective and adverb. 

One benefit in German source is that many German compound

Nouns do not need to be entered in the database since Half Noun

Logic correctly parses and translates them. If you run 

TermSearch in German source, you should review ‘Found 

Entries’ as well as ‘Unfound Entries’ for validity of  noun

decomposition.  From the unfound word list, you can determine

whether you need to add a HalfNoun to the dictionary or whether

the whole compound should be added.       

A lexical entry can be entered in the database as multiple parts of 

Speech; however, only 3 of the entries parts of speech will be 

passed to Res and Tran. The determination of which parts of 

speech are passed to Tran is based on the priority order assigned 

to each. The priority order program, maintained by Liz, replaces

the old BorisSort program.  In general, it is the verbal elements of the dictionary entry – verbs, participial adjectives which are given top priority since they are most critical to Translation.  

In addition, there are certain restrictions based on the needs of 

the specific source language. In English, for example, if a word 

is a noun, it cannot be entered as an adjective – and vice versa. Since virtually all English nouns can function as attributive adjectives, Res cannot distinguish one from the other when it modifies another noun. From this came the noun/adjective homograph strategy in the English. Also, in English, since verbal adjectives are critical to the translation system, they take precedence over any noun entry, i.e. ‘building’ cannot be entered in the dictionary as a noun because it has already been entered in the dbms as a verbal adjective; its noun usage must be covered by Semtab rules.

c. Accuracy of data: Are all the attributes of the source entry correct?

1.) If the Head word, Gender, or Number of the source entry is incorrect, more than likely the Pat assignment and expansion of the entry will be wrong. For example, if the head word of the noun phrase ‘daily account’ has been incorrectly identified as ‘daily’, Pat 18 will be assigned and the plural form ‘dailies account’ will also be added to the dictionary. If an incoming translation has the phrase ‘daily accounts’, it will not match on ‘daily account’ because in the dictionary entry, account has not been identified as the head and, since it has no Pat number, a plural form will not be considered a match.

2.) If the assigned Pat or stem number is wrong, you may easily end up with no match on a dictionary entry (as in ‘daily accounts’ above). The PAT number refers to the morphology of the entry, what endings are permissible for a given word having a specified gender and number. Each Pat table specifies permissible endings for a given morphology; these endings are defined for every Person, Number, Gender, Case or Tense valid for this word. For Source entries, these endings are a part of the Derived form table which Liz maintains; for target entries, the appropriate Person, Number, Gender, Case or Tense data is read directly from the Pat Table itself.

For example, if the input string is ‘people’s’, the longest dictionary match would be ‘people’; in checking the Pat Number for ‘people’ (201) against derived form the program finds that ’s is a valid possessive ending for this noun and so declares it a match.

3.) Again, if the assigned Pat number is wrong, the term will not expand correctly or create the appropriate overlap forms. (These are Source-Only programs.)

In the Source language, all non-defective verbs, all nouns which have an internal spelling changes, and some adjectives expand, i.e. the canonical form of the word goes through an expansion/overlap program which, based on the Pat number of the word, creates all those forms of the word which are necessary for translation. For example, the verb ‘make’ creates the verb forms ‘make’, ‘made’, and ‘making’ as well as the participial adjectives ‘made’ and ‘making’. The similar German verb ‘machen’ creates the verb forms ‘gemacht’, ‘gemacht haben’, ‘mache’, and the verb stem ‘mach’ (on which all other tenses are built) as well as the nominalized infinitive ‘Machen’ and the verbal adjectives ‘machend’, ‘machbar’, ‘gemacht’ and ‘zu machend’.

Originally, only the canonical form of the verb was stored in the dictionary; all forms of the verb needed by the translation system were seen as suffixes of the verb infinitive. This was found to be inadequate because a) all necessary verb forms of an irregular verb cannot rationally be created from the infinitive (e.g, go, went, gone, going) and b) the present/past participles of the verb must also be seen by the translation system as participial adjectives. Hence, the expansion program whereby all necessary forms of the verb – whether noun, adjective, verb, or verb stem – was created.

Similarly, words which when inflected, overlap with (are spelled the same as and, therefore, can be confused with) another word will automatically have their overlap forms created, as necessary. For example, if for some reason the plural noun ‘lights’ is entered in the dictionary, we would no longer be able to match on the infinitive ‘light’ for the third person indicative of the verb ‘light’; Instead, we will make the longer noun match ‘lights’. To avoid this mismatch,  if for some reason the plural noun ‘lights’ is entered in the dictionary, the overlap program automatically creates  the verb form of ‘lights’ viz.,  the third person indicative of the verb – and adds it to the noun entry so that the entry for ‘lights’ will have its appropriate two parts of speech.  

2. Inaccuracies can occur at the target language level which also impact the translation output.

a. Assign the most generally useful transfer, one which agrees

with the SAL code within the given subject matter, i.e. the one that will be most useful will all translations.  For example, the German word ‘Spaziergang’ might need an English transfer. You’ll find you have many options: gait, stroll, walk, constitutional, wanderings, etc. Choose ‘walk’ because it is most generally useful in translation; the other meanings of the word are useful only in a specific context and should be handled by Semtab.

b. Accuracy of target attributes sets OFL’s  which, at the present time, is all that the Trans see about the transfer word. (Eventually, when the transfer attributes are passed to Tran, the need for OFL data will go away; then, both the OFL data and the OFL program can be dropped.) The attributes listed for source - Head word, Gender, Number, Pat Number – as well as the transfer attributes specific to a given word class (noun phrase type, black hole location, complement gender and number, etc.) must be reviewed for accuracy. Most of these attributes are in either the Transfer Table or the Word Class Subtype Table in the dbms.

3. Every language has its idiosyncrasies. Be aware of them. For example, 


English treats noun/adjective homographs uniquely; German has double 


and triple gender nouns and a multitude of overlap forms; some languages


rarely use abbreviations or acronyms, etc.


Likewise, any changes to data table values or data programs should not be


made in the light of only one language; the object is to have one set of 


programs which handle both the commonality and the idiosyncrasies of all


languages.

4. In the long run, the most critical error in a lexical entry is a SAL code 


error. All Res and Tran decisions are based on an entry’s SAL code; if the


code is wrong, both the parse of the sentence and translation output are apt 


to be wrong. 


In addition, bad codes have an insidious effect – the codes of  existing


dictionary entries are, in many instances, used to Autocode new 


entries. New entries then perpetuate the bad coding.


The result of poor SAL coding is cumulative – having one poorly coded 


entry in a sentence may not cause a noticeable degradation in translation


quality but as more new terminology is poorly coded, you are more apt to


have two or three poorly-coded words in a sentence – which will often


show up as a degradation in translation output. 

B. SAL Coding:

SAL Representation Language is the internal language of the Logos system.

SAL stands for semantico-syntactic abstraction language.

SAL enables the computer to process the sentences of your text both at the level of word meaning (semantics) and sentence structure (syntax).

When the Logos System processes the sentences of your text, it is actually processing a SAL representation of your text.

SAL representation of your text begins when you enter the words of your text in TermBuilder. SAL codes are assigned at that time through coding decisions made by you or by the AutoCode function.

Codes assigned by a tutored user tend to be more reliable than those assigned by the AutoCode function.

Translation quality will reflect the accuracy of your SAL code assignments. It is crucial, then, that you, as a TermBuilder user, have some understanding of SAL.


A SAL code is composed of several elements: word class (or part of  speech), the


Superset, the Set, the Subset, and the Form Code.

1. Word Classes and Alternate Word Classes:



Word Classes:



Nouns, Verbs, Adjectives and Adverbs are considered ‘open’ word classes, 



i.e. can be modified by users; all others are ‘closed’ word classes, can only 



be modified by Logos supervisor.



Nouns 



WC 01



Verbs



WC 02



Adverbs – Locative -

WC 03



Adjectives


WC 04



Pronouns


WC 05



Adverbs – Manner -

WC 06



Auxiliaries


WC 12



Prepositions


WC 13 (for English source WC 11 as well)



Articles/Determiners

WC14  (for English source WC 15 as well)



Arithmates


WC 16



Negatives


WC 17



Relative/Interrogative Pronouns
WC 18



Conjunctions


WC 19



Punctuation


WC 20 



Alternate Word Classes:
Each of the main word classes in the translation system has an alternate word 

class associated with it. The alternate is, basically, an additional part of 

speech on the target language side; it permits the Trans to transform one part

of speech into another in order to improve the target translation. 

For example, some target languages are strongly verbal; process nouns are

used very infrequently. In such a case, instead of a literal translation of the

sentence part ‘A quick removal of the chemicals…’, in a given target 

language it might be better translated as ‘The chemicals were removed 

quickly….’ Having alternate word class transfers allows Tran to be flexible

when loading the target language.

The Alternate 
Word Class for each main word class is listed 
below. 

Main WC




                       Alternate WC


For both English and German sources:

Process Noun 
(WC01 with a Superset of 04 or 07

Verb (WC02)


and an OFL2A not equal to 9)

Noun 
(WC01having a superset not equal to 04 or 
            Adjective (WC04)

07, a form field not equal to 13, and an OFL3B equal to 7)
Noun  (WC01 having a superset not equal to 04 or 


07, a form field not equal to 13, and an OFL3B not equal to 7)


For Non-German targets:
Noun (WC01)


For German target:

Adjective (WC04)

Verb  (WC02)




PN (WC01)

Pronoun (WC05)


Adjective (WC04)

Preposition (WC13 in both sources and also         
Conjunction WC19)

WC11 in English Source)




Conjunction (WC 19)
Preposition (WC13)



For English Source only:

Homograph  (WC01 having a form field of 13)
Adjective (WC04)

Adverb  (WC03 or 06)
Adjective (WC04)
Adjective  (WC04 with a form field of 23)
Adverb (WC06)

Verbal Adjective  (WC04 with a Superset of 16 and a 
Verb (WC02)

form field not equal to 70 or 23)
Verbal Adjective  (WC04 with a superset of 16 and a

Noun (WC01)

form field of 70)
Verbal Adjective  (WC04 with a Superset of 15)
Noun (WC01)




For German Source only:


Adverb  (WC03 having a set code of 12)
Preposition (WC13)

Adverb (WC03 or WC06 having OFL2B=2)
Preposition (WC13)

Adverb (all other WC03 and all WC 06)
Adjective (WC04)

Adjective (WC04 with a Superset of 13 or a Superset
           Adverb (WC06)

of 16 and an OFL3B code of 4)




Verbal Adjective (WC04 with a Superset of 16 and an 
Verb (WC02)

OFL3B code not equal to 4 or a WC04

with a Superset of 15)





2. Supersets, Sets, and Subsets:

A SAL code consists of a three values: the Superset value is the largest grouping within a given word class; the sub-groupings within the Superset are called Sets; a finer distinction, within Sets, is called the Subset value.

All terms are assigned a SAL code representing their most complex usage within a specific Subject Matter field.

Nouns are coded for their source word usage – not for their target transfer.

3. Nouns:

There are twelve major categories (Supersets) of nouns; nouns of all languages seem to fit in these categories.

a. Supersets:

Aspective Noun - (Superset 02) 

These nouns typically invite a second noun to follow; this second noun is usually preceded by ‘of’ in English. The sense of an aspective noun is characteristically incomplete in the absebce of a noun complement. Examples: piece, block, part, section, layer, top, duplicate.

Concrete Nouns - (Superset 03) 

Concrete nouns represent countable physical objects, either natural or man-made. Sub-categories are: agent-type (camera), functional thing (pipe), natural thing (tree), impulse/light (beam), blemish (scratch), edible non-mass (cherry), atomistic thing (atom), product/brand name (Mercedes)

Animate Nouns - (Superset 05)

Animates are subdivided into human and non-human categories. Human sub-categories include titles, professions, agents, organizations, and proper names. Examples: man, woman, buyer, Professor, John Paul Jones, Congress.  Non-Human categories cover the whole gamut of living things from micro-organisms to mammels. Examples include cells, bacteria, fish, fowl.

Abstract Nouns - (Superset 06) 

Abstracts denote the quality of persons, things, processes, behaviors, situations, and actions. There are three types of abstract nouns: verbal, non-verbal (connominal) and general. Examples: clarity, inequality, analogy, nature, function, method, efficiency, ability, phone call.

Process Nouns - (Supersets 04 and 07)

Deverbal or Process nouns are derived from a verb and are given the Set and Subset value of the verb from which they are derived.

Measurement Nouns - (Superset 08)

These nouns can either be units of measurement (second, gallon, erg, inch, degree) or measureable abstracts (amount, duration, length, quantity, camber, time).

Place Nouns - (Superset 09)

Types of places include proper names (New Jersey), geographic locations (neighborhood), and functional locations (airport).

Time Nouns - (Superset 10)

Time nouns denote some unit or aspect of time, e.g. days of the week, months of the year, etc.

Mass Nouns - (Superset 11) 

A mass noun can be modified in the singular by ‘some’ - ‘some butter’, not ‘some butters’. Typically, they cannot be used in the plural without a change in meaning or nuance. Examples: wheat, fire, gasoline, blood, wire.

Information Nouns - (Superset 12) 

Information nouns include any noun that denotes data, information, or knowledge, whether it is spoken, written, dramatized, sung; whether it is recorded, instructional, or symbolic. Examples: story, poetry, noun, schedule, language, science, program.

Unfound Words – (Superset 01)

Unfound words, after Res analysis, are assigned a SAL value having a Superset of 01. ABC’s, when stored in the dictionary also have a Superset of 01.


c. Certain noun codes are more critical to Res and Tran than


others. In order to code nouns for their most complex usage, follow 


the hierarchal order listed below. 




SAL Coding Hierarchy for Nouns


For nouns and noun phrases that are able to take more than one 


code, assign the code which is highest in the following hierarchy.


Note that Process Nouns (WC 04 and 07) are not included here. 


The set and Subset values of the Process Noun codes are derived


from their verbs. (Process Noun codes are preemptive).

	Characteristic
	Applicable SAL Type
	Mnemonic
	Numeric
SS     Set    Subset

	Takes Verbal Complementation
	purpose subset of ABSTRACT
	ABpur
	6        41       748

	
	method/process/procedure subset of ABSTRACT
	ABmeth
	6        41       733

	
	cause/potential/disposition subset of ABSTRACT
	ABcause
	6        41       602

	Mass (non-count) Noun 
	entire MASS noun Superset
	MASS
	11

	
	trees/wood subset of CONCRETE Superset
	COtrwd
	3        32      855

	
	edibles/color subset of CONCRETE Superset
	COedcol
	3        18       855

	
	remote MASS (floating subset)
	(variable)
	                   855

	Takes Prepositional Complementation
	strong verbals subset of ABSTRACT  (code is specific for each prep governance)
	ABxxx
	6        nn     749

	
	recorded data subset of INFORMATION
	INdata
	12       76

	Denotes Agent
	entire ANIMATE Superset
	AN
	5

	
	entire agentive set of CONCRETE Superset
	COagen
	3          35

	
	agentive geographical entity set  of PLACE Superset
	PLaggeo
	9          94

	
	instructional data set of INFORMATION
	
	12       74

	
	agentive functional location of PLACE Superset
	PLagfunc
	9          26      228

	
	remote agentive  (floating subset)
	(variable)
	                    228


All other SAL noun codes are more or less of equal weight.

Summary of Sets and Subsets within Superset

Each major noun category (Superset) contains various sub-categories (Sets) of nouns which semantically or syntactically act the same. Many of the noun Sets are subdivided also into smaller categories of word which act alike in some way; these sub-categories of Set are called Subsets. 

The noun superset categories are listed below, with their Set categories indented below them. Similarly, the Subset categories are indented below the Sets.

A. Concrete Count Nouns (Superset 03) are countable physical things, either man-made or natural, including parts of the human body. Their Sets include:

1.  Functionals: nouns which tend to be passive, non-agentive, i.e. typically do not act of their own accord and generally require an agent to use them.  Hence they are more instrumental in nature.  

The Functional Set includes the following Subsets: receptacles, bearing surfaces, links/bridges, thresholds/focal points/barriers, conduits, fasteners, devices/tools, cloth things, structural elements, concretizations of verbals, and undifferentiated functionals.

2. Agentives: nouns which tend to be active, i.e. typically have a source of energy in themselves and do some kind of work of their own accord; hence, the agentive designation.

The Agentive Set includes the following Subsets: software, vehicles, meters, machines/systems, communication agents, concrete chemical agents, and undifferentiated agentives.


3. Natural things: this set includes concrete things that exist in the natural world 

(not man-made objects) and which do not qualify as mass nouns.  

The Natural Set includes the following Subsets: minute flora, plants, trees, trees/wood, and miscellaneous natural things.

4. Impulses/lights: a set of nouns containing a wide varriety of lights, light sources, and physical impulses.  

5. Blemishes/marks: blemishes, defects and marks can be either positive or negative in connotation.  This excludes medical conditions.

6. Edible non-mass nouns: anything edible or potable which does not have the properties of a mass noun.

The Edible non-mass Set includes the following Subset: edibles/color nouns.

7. Classifiers: a small set of terms that classify natural things and often occur with that thing in apposition; e.g., the constellation Orion.
8. Amorphous nouns: real things, but without definite form and lacking distinct structure.

9. Atomistic nouns: atomic and subatomic particles

10. Undifferentiated concrete things: nouns denoting concrete things which have not been covered by other sets or subsets within the Concrete Superset.    

B. Mass Nouns (Superset 11) denote a wide variety of physical things, such as money, grass, energy, food, steel, etc. that have a special property that distinguishes them from count nouns, i.e. they commonly occur in the singular in the singular without articles. They can also appear in the singular following quantifiers like ‘some’, ‘more’,, ‘any’, etc. Mass noun sets include:

1. Raw materials/metals: raw, solid materials out of which things are made.

2. Functional mass nouns: processed materials that have a clearly defined  function.

The Functional Mass Set includes the Subset  --gear/equipment which covers noun phrases whose head word is gear or equipment. 

3. Financial mass nouns: words denoting financial terms that have the properties of mass nouns.

4. Energy-type mass nouns: nouns denoting energy forces, naturally occurring or man made, and which have the properties of mass nouns.

5. Vegetative mass nouns: nouns denoting vegetation that have the properties of mass nouns.

6. Animate mass: living entities that have the properties of mass nouns

7. Natural minerals/solids:  natural solid-state substances as opposed to liquids or gases.

8. Chemical agents: chemical substances that induce change.

9. Chemical compounds:  substances consisting of two or more different elements in definite proportions, not otherwise covered by the other sets in the mass noun superset.
10. Liquids: substances, natural or man made, in a liquid state. This category includes liquid edibles.

11. Edible mass nouns: edible non-liquid substances, natural or man made, including seasonings.

12. Gases: substances in a gaseous state.

13. Wastes: mass nouns describing waste material, natural and man made.

14. Undifferentiated mass nouns: mass nouns which have not been covered by other categories within the mass superset.

C. Animate Nouns (Superset 05) includes all animate beings, human and non-human, designated singly or by groups.  It also includes spiritual entities; e.g., deity, angels, etc.

1. Designations/professions: nouns denoting professions or other human designations.

The Designations/professions Set includes the following Subsets: titles, people/place nouns, people/language nouns, proper names of people.

2. Human collectives: nouns denoting human collectives.

The Human collective Set includes the Subset Proper organization names.

3. Non-human animates: all species of living entities from micro-organisms to mammals, excluding humans and human organizations.

The Non-human animate Set includes the following Subsets: non-human aggregates, mammals, mammals/food/fur, fowl, fowl/food, fish, reptiles, bugs/insects, micro-organisms, other animates.

D. Place Nouns (Superset 09) are nouns which denote place, geographical entities, and geographical locations. 

1. Functional locations: names of locations where a specific function is performed.

The Functional location Set includes the Subset functional agentive locations.

2. Enclosed spaces: physical space on the human scale which has the sense of being enclosed.

3. Path-type nouns: places that have the general structure of a path.

4. Agentive geographic entities: these are geographical entities with proper names.

The Agentive geographic entities Set includes the following Subsets: countries/states/provinces, cities, agentive common-noun geographic locations.

5. Non-agentive proper geographic entities: These are non-agentive geographical entities with proper names.

The Non-agentive proper geographic entities Set includes the following Subsets: continents, bodies of water, other non-agentive proper geographic entities.

6. Non-agentive common-noun geographic entities: general geographical locations which are not proper names and which are non-agentive in nature. 

7. Undifferentiated place: nouns denoting place of a very general nature which have not been covered by other categories within the Place Superset. 

 

E. Information-type nouns (Superset 12) is comprised of nouns that denote data, information, or knowledge. This category also includes the medium on which the information is recorded, represented or communicated,  i.e., spoken, written, dramatized, sung, etc.  

1. Instructional/legal nouns: nouns that designate policy, directions, orders, commands, etc.

The Instructional/legal Set includes the Subset Games/rituals.

2. Symbolic data: nouns that denote information or knowledge recorded in symbolic form.

3. Recorded data: nouns that denote information or knowledge that has been recorded. 

The Recorded Data Set includes the Subset Scripted events.

4. Evidence/symptoms: Nouns denoting evidence, indications, symptoms, signs.

5. Fields of Knowledge: Nouns that denote fields of knowledge, study, research, etc., including specialty fields and hobbies.


Fields of Knowledge includes the Subset The Arts.

6. Storage media for recorded data: nouns that designate places where data may be stored.

7. Undifferentiated information-type nouns: nouns denoting information which have not been covered by other categories within the Information Superset.

F. Abstract nouns (Superset 06) contains three sets of abstract nouns which describe the behavior, actions, qualities or condition of things or people.

1. Verbal abstracts: are so-called because they (1) anticipate a verbal complement (e.g., procedure for editing text);  (2) denote a time event (e.g., birthday party); (3) denote a process, action or result of same (e.g., noise abatement). 

Verbal abstracts includes the following Subsets: Purpose, method/process/procedure, quality of action or agent, negative causes, cause/potential/disposition, strong verbals, time events, contrary events, undifferentiated verbal abstracts.

2. Non-verbal abstracts: are so-called because they (1) describe  things or persons as non-agents and (2) anticipate a genitival complement and never a verbal complement.

Non-verbal abstracts includes the following Subsets: properties/qualities/nature, states/conditions/relationships, classifications, sources/origins.

3. General abstract concepts: all abstract concepts that do not qualify as either verbal or non-verbal, default to the category of general abstracts. As such, general abstracts denote ideas in and of themselves rather than ideas about persons or things. 

G. Intransitive process nouns (Superset 04) are nouns derived from intransitive verbs.  Codes for process nouns (noun deverbals) are derived from their verbs, and are not user assigned. Examples include decrease, drop, increase, movement, oscillation, quarrel.

H. Transitive process nouns (Superset 07) are nouns derived from transitive verbs.  Codes for process nouns (noun deverbals) are derived from their verbs, and are not user assigned. Examples include indication, removal, separation, display, transformation.
I. Measure-type nouns (Superset 08) includes nouns which can be complemented by a unit of measure, or designate a measurable concept, or are a unit of measure.

1. Abstract concepts measured by unit: words in this set are normally complemented by a unit of measure, e.g., weight of eight pounds, cycle of four seconds. 

2. Discrete measurable concepts: words in this set occur in constructions like quantity of six, a count of twelve, a multiple of five, typically without a unit of measure specified.

3. Units of measure:  nouns which typically complement the abstract concept measured by the unit, such as a period of three years, a sum of four dollars.  

Units of measure includes the following Subsets: units of weight, velocity, volume measure, temperature, energy/force, duration, money/value, linear/area measure, specialized units of measure, measurement systems and undifferentiated measure.

J. Time nouns (Superset 10) includes nouns which denote aspects of time, such as days of the week, periods of the day, etc. 


1. Time elements: includes all nouns which, in some way, designate time.

Time elements includes the following Subsets: periods of a day, days of the week, months of the year, seasons of the year, adverbial time nouns and undifferentiated time.

K. Aspective nouns (Superset 02) includes words that are aspects of something else; for example,  piece, set or layer. Aspective nouns are easy to recognize because they invite a second noun to follow them, usually preceded by of in English.  For example, a piece of something; a set of something; a layer of something.

1. Aspective bearing surfaces: aspects that relate to surfaces, e.g. bottom, facet, seat.

2. Aspective functionals: functional parts of persons, animals, processes, or things, e.g. arm, blade, lip.

3. Members/portions/parts: aspects of things that denote segments or parts of a whole, e.g. layer, phase, scoop

4. Aggregate: aspective nouns describing aggregates of humans, objects, or operations, e.g. assembly, batch, battery.

The Aggregate set includes the Numeric Groupings subset.

5. Aspective receptacles: cavity-like aspects of things, e.g. fissure, furrow, hollow.  

6. Aspective thresholds/focal points/barriers/limits: nouns that denote boundaries or focal points, center, end, apex, hub.

7. Model/copy: aspective nouns that denote imitations of originals, e.g. counterpart, duplicate, backup.   
8. Configuration/order: aspective nouns that denote arrangements, configurations, order of people, animals, things or processes, e.g. assortment, array, pile, row.

9. Aspective conduits: aspects of things that denote links, spans, connections, e.g. interface, liason, link.

L. Unknown nouns (Superset 01) words are words that were unfound in the dictionary at time of translation and labeled by the system as "unknown".  


 

 

Nuances of words:

Darkness – 
lightlessness, i.e. the property of a thing



unenlightenment, i.e. a condition or state



night, i.e. a time of day

Cap
-
cover, i.e. a functional thing



timber, i.e. a structure, as in mining



cap of something, i.e a functional aspective



head covering, i.e. clothing



detonator, i.e. a chemical agent

Magazine -
compartment, i.e. a receptacle



armory or warehouse, i.e. a place



periodical, i.e. recorded data

